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Abstract

Speech authentication, security and surveillance, electronic voice eavesdropping, and identity

verification all make extensive use of speaker identification techniques. This study looks at

how speech recognition can be used to make door systems more accessible to persons with

disabilities and to increase the safety of people’s lives and property. The goal of this research

project is to develop a voice recognition algorithm-based door access control system that will

enable users to quickly unlock their doors while maintaining their security and safety. MFCC

traits have been shown in numerous studies to be highly effective in precisely identifying

speakers. Most speaker identification experiments have used shorttime characteristics like

PLP coefficients and MFCC because of their ability to capture the recurring nature of signals.

This work presents a novel architecture that uses the mel frequency cepstral coefficient

(MFCC) for feature extraction and a convolutional neural network (CNN) for classification

in order to identify the speaker. There is no text involved in the use of this architecture. The

key to any text-independent speaker identification procedure is the system’s ability to learn

elements that are useful for categorization. A dataset of 700 audio clips, three known classes

of three individuals each with 150–200 audio clips, and one unknown class of thirty

individuals with five voice samples per speaker were all constructed. The accuracy

percentage of our suggested approach was 98%. With more optimization, this method could

be used to a number of research projects pertaining to speaker identification.

Keywords:MFCC, CNN, SoftMax
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Chapter I: Introduction
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In this era of information, a plethora of high-tech gadgets are gradually infiltrating our

everyday lives, drastically altering the way we live and behave. Biometric identification

technology, which provides us with easier and more useful ways to identify people, has

progressively surpassed some traditional authentication techniques, which use pin numbers

or passwords to authenticate users [1]. However, passwords and pin numbers are no longer

considered to offer a high level of protection because they can be mistyped or forgotten. The

iPhone’s Siri speech assistant and the face recognition technology used in airport terminals1

are two instances of biometric identification systems. Speaking has, on the one hand, always

been the easiest and most natural way for humans to communicate, convey our ideas, and

engage with one another. Therefore, identifying people based on their dialogue voice and

content and then providing the relevant services would be a better method to genuinely

simplify our daily lives. Up till now, speech recognition technology has advanced

significantly and been incorporated into our everyday life [2]. Automatic Speaker

Recognition is the ability to identify the right person just by listening to his voice. This

method enables the use of speech waves containing the speaker’s information to confirm the

user’s identity and manage access to a variety of services, such as voice dialing, phone

banking, database access services, online shopping, voice mail, information services, remote

computer access, transaction security for bank trading, and remote payment, among others

[3]. Speaker identification is the process of identifying human speech through the application

of artificial intelligence methods. The method of utilizing a machine to identify a speaker

from a collection of recognized speech signals is known as automatic speaker identification,

or ASI. Voice signals are effective communication tools that consistently transmit rich and

valuable data, including a speaker’s gender, emotion, accent, and other distinctive qualities.
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Despite the speakers’ lack of physical presence, these distinctive qualities allow researchers

to discern between them during phone talks. These features enable machines to learn the

speech of speakers and become as familiar with them as people are. Using test utterances,

speakers are recognized once their utterances have been educated by machine learning

algorithms on the gathered dataset [4]. There are two methods for identifying speakers: text-

dependent and textindependent. The text that is uttered during testing and system training

must be same for the text-dependent speaker identification system to function. In contrast,

text-independent speaker identification system does not rely on the speaker’s spoken words

in order to identify the speaker. Since there are no restrictions on the text that can be used

during the test or train phases and the speaker needs to be identified regardless of what is

being said, text-independent speaker recognition is more difficult for the system to manage

but more versatile for the users [5]. Moreover, speaker identification and speaker verification

are the two processes that make up speaker recognition. The process of identifying a speaker

utterance from a collection of trained speaker utterances is known as speaker identification.

The speaker who has the highest likelihood of making an exam utterance is then designated

as the speaker. As an alternative, speaker verification entails using binary classification to

ascertain whether a speaker of a test utterance is a member of a group of speakers. The text-

independent speaker identification challenge is taken into consideration in this study because

of its applications in the current speech advancement of technology. Due to its numerous

applications, speaker recognition has attracted a great deal of attention from researchers.

These include forensic voice verification used by law enforcement to identify suspects [6],

access control to various services, including computer access control [7], voice dialing,

mobile banking, and mobile shopping [8]. Speaker identification and recognition are difficult
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challenges with crucial applications in automation, security, and authentication. Deep

learning techniques such as AM-SincNet and SincNet performed remarkably well on these

tests [8]. Finding discriminative elements in voice signals that can help classification

algorithms perform better is the main difficulty in speaker identification. Numerous research

have suggested various feature-engineering methods in this area, including spectrum features,

time-domain features, power-normalized cepstral coefficient, MFCC, and linear prediction

cepstral coefficient (LPCC) [4]. The recognition of voice is the task of supervised learning.

The speech recognition problem will take an audio signal as input, and we have to infer the

speaker’s identity from the audio signal. We are unable to feed our model the raw audio

signal since there would be too much noise in it. It has been discovered that the basic model

performs noticeably better when its characteristics are used as input rather than the audio

stream in its raw form. Mel-Frequency Cepstrum Coefficients (MFCC) are the most widely

used technique for eliminating specific characteristics from an audio source. The MFCC

approach was employed in this work to extract speech signal features [9]. The method of

feature extraction involves locating a value or vector that can be used to identify a person or

an object. The most widely used technique in the field of voice processing is MFCC since it

is believed to be fairly effective at conveying signal. Two often used efficient models for

speaker verification are the i-vector and the Gaussian Mixture Model-Universal Background

Model (GMM-UBM). The primary disadvantage of these models is their unsupervised

character, which results from the fact that they were not objectively trained for speaker

verification setup [10]. In this paper, we offer a CNN architecture that can detect speakers

automatically without textual input. The basic objective is to identify one speaker from a big

group of speakers using a short speech snippet. We created a CNN architecture to address
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classification issues pertaining to speech and voice. One of the main concerns for any

individual or business is security, and as technology has advanced over time, numerous

strategies have been used to protect people and property through door access control systems.

Traditional door opening techniques involve turning the doorknob or using a physical key.

Physical door locks that require keys are easily copied and could be misplaced by someone.

In addition to other failures with standard biometric technologies and other technologies, a

person’s finger can be severed to do a fingerprint scan, a pin can be compromised by a

variety of techniques or combinations, and a person’s picture can be utilized for facial

recognition. It is also more difficult for people who are physically limited. For example,

opening a door system on one’s own is difficult for a wheelchair user without extra support

or aid from another person. Consequently, it is inevitable that a voice recognition access

control system that works with both able-bodied and disabled people will be needed. The

purpose of this project is to construct and install a speech recognition-enabled door access

control system, which will facilitate the granting of door system access while safeguarding

individuals’ safety and belongings. The particular goals of this investigation are to:

1. User verification: In the digital age, identity creation involves more than just traditional,

physical authentication methods. Speech recognition is often a useful tool for user

authentication. Our model can significantly increase the accuracy of user verification on

individuals who have not yet been trained the system. The model will have a high degree

of accuracy in identifying the speaker’s audio sample.

2. Authentication with biometrics: Speaker recognition offers several advantages over

traditional biometrics, such as low cost, high adoption, and non-invasive speech

acquisition. It is possible to construct a speaker identification system without the
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requirement for costly hardware or active speaker involvement. Speaker recognition may

replace many other online services, including the use of credit cards and debit cards, as

well as any security precautions like remembering bank account passwords.

3. Security: When combined with other verification methods like facial recognition,

speaker recognition could be utilized as an identification mechanism in credit card

transactions. Speaker recognition technology has several applications, including

computer access control, monitoring, and long-distance speech authentication. Speech

biometrics, another name for automatic speaker recognition, is a reliable way to verify a

person’s unique identification for secure device access management. Instead of focusing

on the content of speech, automatic speaker identification technology recognizes the

identity of the speaker. Speaker recognition is also utilized in conversational interfaces,

messaging apps, and Internet of Things (IoT) devices like smart speakers and connected

automobiles to provide seamless security and personalization.

1.1 Background and context

Speech is the primary means of interpersonal communication in the world tradition. The

technique of recognizing speakers by their voice’s acoustic properties is known as speaker

identification. Speaker recognition has drawn a lot of attention from researchers because of

its many applications, which include forensic speech verification for government law

enforcement agencies to identify suspects. Feature extraction is an essential step in the

speaker recognition process because of its massive influence on the performance of a speaker

identification classification model. Novel components recently proposed by speaker
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recognition researchers have proven useful in classifying human voices. The training phase

and the testing (identification or matching) process are typically the two basic procedures

that make up the approaches for speaker identification tasks. The four steps of the training

process are as follows: Entering the speech signal, Pre-speech preparation, the process of

normalization and Extraction of features. As was previously said, the most important step in

speaker identification is feature extraction. Because of this, the majority of studies have

attempted to investigate the various methods for obtaining features from speech data with the

goal of identifying each speaker. We can divide the techniques for feature extraction of the

speaker identification task into MFCC-based approach and non-MFCC-based approach since

MFCC-based feature extraction approaches have been provisionally employed more than any

other approach. The filter banks of the MFCC-based technique are made to function similarly

to how humans perceive frequencies through their aural senses [11]. Numerous MFCC-based

feature fusions have been the subject of ongoing research [[12] - [13]]. The performance of

the MFCC-GMM speaker recognition systems can be greatly enhanced by integrating two

distinct sets of features from MFCCs and Perceptual Linear Predictive Coefficients (PLPC)

utilizing ensemble classifiers in conjunction with principal component transformation [12].

Additionally, MFCC features in conjunction with Residual Phase Cepstrum Coefficients

(RPCC) were examined by Wang and Johnson [14]. It provided a notable enhancement in

terms of overall resilience and accuracy for speaker recognition tasks. Ma, Yu, Tan, and Guo

[15] recently employed a text-independent speaker recognition challenge using MFCC

features integrated with the histogram transform feature. In a comparative analysis, various

time-domain statistical variables and machine learning classifiers are used to characterize

speakers. It was discovered that the multilayer perceptron classifier had the highest accuracy,
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at roughly 94%. Even though the experimental results of the study obtained good

classification accuracy, the results cannot be transferred on a larger scale because the

experimenters used just 16 speaker voices from the PDA speech dataset. A small number of

speaker utterances were also used in the study’s training and testing sets [16]. A speaker

identification model was presented that can identify ten distinct speakers using the dataset for

the Urdu language. The study combined MFCC with deep learning-based features for

speaker categorization using the support vector machine (SVM) method. The categorization

accuracy of the experimental results is 92%. As such, the results are promising. On the other

hand, there are some issues with the dataset used in the testing. First off, there were only ten

speaker utterances in the studies. Second, every statement contained a single word. Therefore,

for complex human voices, the authors’ proposed fusion-based features might be ineffective

and inefficient [15]. The ELDSR dataset’s 22 speakers were classified through the use of an

ANN classifier and clustering-based MFCC features. The experimental results of the

investigation showed a 93% categorization accuracy [17]. For each of the 50 speaker

utterances in 5 the MEPCO voice dataset, a collection of discriminative features was

suggested. To categorize speaker utterances, these authors extracted RASTA-MFCC

characteristics. The gathered features were fed into a classifier constructed using a GMM-

universal background model in order to learn the classification rules. The results showed a

97% accuracy rate in classification. Despite the reasonable categorization accuracy of the

data, the study only included six utterances, with one speech lasting a mere three seconds,

therefore the results cannot be generalized. RASTA-MFCC features might therefore not be

helpful for speaker utterances longer than three seconds [18]. To classify 50 and 138

speakers from the CMU and YOHO datasets, respectively, MFFC features and a GMM
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classifier were demonstrated. The experiment’s results indicated that, when employing the

recommended feature extraction strategies, classification accuracy was 86% and 88% [19].

Short speech portions are a challenge for today’s interactive gadgets, such as smart speakers

and phone assistants. Nevertheless, current speaker recognition programs struggle with brief

utterances and need rather lengthy speech to function successfully. Deep neural network

designs built on recurrent neural networks (RNN) and convolutional neural networks (CNN)

were established with the goal of resolving this issue and improving speaker recognition

performance for short utterance speaker recognition applications. Using the traditional i-

vector and the Probabilistic Linear Discriminant Analysis (PLDA) technique, the suggested

method is assessed. When significant and brief utterance durations are used, the experimental

results demonstrate that the model might surpass the performance of the i-vector -PLDA

baseline system and improve the speaker recognition capabilities [5]. Traditional Speaker

Identification techniques have been surpassed by Deep Neural Learning approaches,

particularly Convolutional Deep Neural Networks (CDN), which have become a potent tool

in the field of speech processing. With a particular focus on speaker recognition from spoken

Hindi language, a novel method for speaker identification and audio classification utilizing 1-

Dimensional Convolutional Residual Blocks was developed. With an astounding accuracy

rate of 86.02%, the suggested Residual architecture greatly improves speaker recognition

even in situations with low Signal Noise Ratio. For the same set of speakers, this performs

better than the conventional Gaussian Mixture Model (GMM) and Feed Forward Back-

propagation Network (FFBN) model [20]. Using deep neural networks to extract speech

features for individual speakers is an interesting avenue to pursue. One simple way to get

started is by using a metric learning loss function to train the discriminative feature extraction



21

network. A single loss function does, however, frequently have significant drawbacks.

Consequently, three distinct losses—triplet loss, n-pair loss, and angular loss—were

introduced for this problem and deep multi-metric learning was suggested as a solution. To

train a feature extraction network with residual connections and squeeze-and-excitation

attention, the three loss functions collaborate. Through extensive testing on the massive

VoxCeleb2 dataset, which comprises more than a million utterances from more than 6000

speakers, the suggested deep neural network achieves an equivalent error rate of 3.48%—a

very competitive outcome [21]. For automatic speaker identification from brief speech

samples, a CNN architecture is suggested. In contrast to the well-known CNN architectures,

the architectural design 6 seeks to capture the temporal character of the voice signal in an

optimal convolutional neural network with few parameters. On the large and clean dataset,

the proposed CNN-based technique performs better, while all DL approaches are

outperformed by the classical method on the other dataset with less data. The suggested

model achieves 99.5% top-1 accuracy on 1-second voice samples from the LibriSpeech

dataset [22].

1.2 Problem Statement

Security is one of the top concerns for any person or company, and as technology has

developed through time, many methods have been employed to safeguard people and

property through door access control systems. The conventional method of opening a door is

by turning the door knob or using a physical key to open the door. Physical keys that are used

to unlock doors are prone to duplication and might be lost by people. A person's finger can
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be cut off to do a fingerprint scan, a pin can be hacked using various methods or

permutations, and a person's photo can be used for face recognition, among other failures,

with common biometric technologies and other technologies. Furthermore, it is harder for

those who have physical limitations. For instance, it is challenging for a person in a

wheelchair to open a door system without additional assistance or help from someone else.

Therefore, the requirement for a speech recognition access control system that can

accommodate both those with disabilities and those who are able-bodied is unavoidable.

1.3 Research Aim and Objectives

The goal of this project is to build and implement a door access control system with

voice recognition functionality, in order to make it easier to grant access to door systems and

to provide protection for people's lives and property. The specific objectives of this research

study are to:

User verification: To create identities in the digital age, user verification goes beyond

conventional and physical techniques of authentication. User verification can frequently be

carried out using speech recognition. On users for whom the system has not yet been taught,

our model's accuracy in user verification can be greatly improved. Model will be able to

identify the speaker's audio sample with high accuracy.

Biometric authentication: In comparison to traditional biometrics, speaker recognition has a

variety of benefits, including low cost, high acceptance, and non-invasive voice acquisition.

A speaker identification system can be built without the need of expensive equipment or
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direct speaker participation. The use of a debit card, credit card, keeping track of a bank

account password or any other security measures, as well as many other online services,

might be replaced by speaker recognition.

Security: Speaker recognition could be used as an authentication mechanism in credit card

transactions in conjunction with other verification techniques like facial recognition. Among

other things, speaker recognition technology can be used for long-distance speech

authentication, monitoring, and computer access control. Automatic speaker recognition, also

referred to as speech biometrics, is a trustworthy method for confirming an individual's

distinct identity for safe device access control. Automatic speaker recognition technology is

used to identify who is speaking rather than what is being spoken. In order to offer

frictionless security and personalization, speaker recognition is also being used in

conversational interfaces, messaging apps, and IoT devices such as smart speakers and linked

cars.

1.4 Significance of the study

 When compared to other biometric systems like iris and fingerprint scan, can speech

recognition technology offer a better usability and performance?

 Would this study take into account a person's speech tone in relation to their moods?

For instance, a person's vocal tone differs depending on whether they are just waking

up or feeling angry.
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1.5 Research Question

 When compared to other biometric systems like iris and fingerprint scan, can speech

recognition technology offer a better usability and performance?

 Would this study take into account a person's speech tone in relation to their moods?

For instance, a person's vocal tone differs depending on whether they are just waking

up or feeling angry.
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Chapter II: Literature Review
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In the global tradition, people communicate with one another by speech. Speaker

identification is the process of identifying speakers using the acoustic characteristics of the

human voice. Due to the variety of uses for speaker recognition, including forensic voice

verification for suspect identification by government law enforcement organizations, speaker

recognition has become a focus of considerable research. Due to the enormous impact it has

on a speaker identification classification model's performance, feature extraction is crucial to

the speaker recognition process. Researchers in the field of speaker recognition have recently

put forth innovative elements that have been effective in categorizing human voices.

A comparison study to categorize speakers using different time-domain statistical variables

and machine learning classifiers; they found that the multilayer perceptron classifier had the

highest accuracy of about 94%. Because the experimenters used just 16 speaker voices from

the PDA speech dataset, even if the experimental results of the study achieved good

classification accuracy, the results cannot be applied to a larger scale. Additionally, in both

the training and testing sets of the study, a scant number of speaker utterances were utilized

[24]. Recently put up a speaker identification model that uses the dataset for the Urdu

language to recognize 10 different speakers. The support vector machine (SVM) approach

was utilized in the study to combine MFCC and deep learning-based characteristics for

speaker classification. The experimental findings have a classification accuracy of 92%.

Therefore, the outcomes are encouraging. The dataset employed in the tests, however, has a

number of flaws. First, the studies only included 10 speaker utterances. Second, there was

only one word in each utterance. As a result, the authors' suggested fusion-based features

may be inefficient and ineffectual for complex human voices [25]. It was examined at the

use of an ANN classifier and clustering-based MFCC features to categorize 22 speakers from
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the ELDSR dataset. The study's experimental findings had a classification accuracy of 93%

[26]. A set of discriminative features for the MEPCO voice dataset's 50 speaker utterances.

For the purpose of classifying speaker utterances, these writers retrieved RASTA-MFCC

traits. To learn the classification rules, the collected characteristics were fed into a classifier

built using a GMM-universal background model. 97% classification accuracy was attained

by the findings. Although the results showed reasonable categorization accuracy, they cannot

be generalized because the study only used six utterances, with one statement lasting barely

three seconds. Because of this, RASTA-MFCC features may not be useful for speaker

utterances that are longer than 3 s [27]. MFFC features and a GMM classifier were examined

to categorize 50 and 138 speakers from the CMU and YOHO datasets. The experiment's

outcomes showed 86% and 88% classification accuracy using the suggested feature

extraction techniques [28].
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Chapter III: Research Methodology
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In this study, we propose a CNN architecture for automatically identifying speakers without

the need for text. Using a brief speech fragment, the main goal is to distinguish one speaker

from a large group of others. Deep CNNs, which were initially created for computer vision

problems, are the subject of most current research. Additionally, the majority of the present

speaker identification techniques require query phase audio samples longer than 3 seconds to

achieve high accuracy. For voice and speech-related classification problems, we developed a

CNN architecture which is displayed in Figure 1

Figure 1 Workflow of the proposed model
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3.1 Dataset

Three known classes of three speakers, each with 150–200 audio clips, and one unknown

class of thirty speakers, each with five voice samples, comprised the 700 audio clips in the

dataset we constructed. Though the majority of the audio files in the collection are of male

and female speakers speaking English, there are recordings of speakers with a range of

accents and languages. Every audio clip in the dataset has a duration of 10 seconds. In

addition, only 20% of the data was used for testing and 80% was used for training. In order to

identify the speaker using CNN and MFCC architecture, the classes were placed into a Data

Frame and labeled.

3.2 Mel Frequency Cepstral Coefficients (MFCC)

Preprocessing and normalizing the voice or acoustic signal as needed is the first step in the

process. After that, a temporal analysis employing windowing and framing techniques comes

after the FFT procedure. Next, the logarithmic scale is encircled by the Mel-scale filter bank.

Next, the Discrete Cosine Transform (DCT) is used to compute the Cepstral Mean

Subtraction (CMS). The characteristics acquired by applying the MFCCs technique are

represented by these CMS coefficients. The MFCCs-based feature extraction approach

carried out frequency analysis based on International Journal of Machine Learning and

Computing in order to advance the voice frame via the filter bank. Figure 2 illustrates the

steps of the feature extraction method based on MFCCs. The retrieved features are

represented by the MFCCs coefficients, which are the method’s output. These MFCCs
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coefficients can therefore be applied to additional analysis or categorization for any purpose.

Figure 3 illustrates the Mel Frequency Cepstral Coefficients categorization.

Figure 2 Workflow of Mel Frequency Cepstral Coefficients
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Figure 3 Mel Frequency Cepstral Coefficients

3.2.1 Noise Reduction

Voice, bioacoustics, and physiological signals are examples of time-domain signals that can

now be made quieter with the use of the Python noise reduction method. It makes use of a

Noise Gate technique called ”spectral gating.” After calculating the spectrogram of a signal

and, if needed, a noise signal, it estimates a noise threshold, also known as a gate, for each

frequency band including both the signal and the noise. A mask is calculated using the

frequency-varying threshold to gate noise below it.
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3.3 Convolutional Neural Network

Convolutional Neural Network (ConvNet/CNN) is a Deep Learning method that takes an

image as input and distinguishes between various aspects/objects in the image while also

assigning significance (Weights and biases that can be learned) to them. Money is very

important to ConvNet. Compared to previous classification algorithms, this technique

requires fewer pre-processing steps. While manual engineering is necessary for basic

approaches, ConvNets may educate themselves to understand certain filters and attributes.

The journal Neurons in the Human Brain published a description of the structure of a

ConvNet, an analog connection network that is impacted by the organization of the visual

cortex. Individual neurons can only respond to stimuli in the Receptive Field, which is a tiny

fraction of the visual field. Tables 1. describes the structure of the proposed CNN model.

3.3.1 Convolutional Neural Network (CNN)

The two parts of a CNN architecture are as follows and displayed in Figure 4.

1. Feature extraction is the process of identifying and separating the unique qualities

of a data set for analysis using a convolution tool.
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2. The feature extraction network consists of multiple pairs of convolutional or

pooling layers

3. A fully connected layer that uses the output of the convolutional process to identify

the data’s class based on previously extracted features. 4. Reducing the number of

features in a dataset is the goal of this CNN feature extraction model. It creates new

features that combine the preexisting features of an initial collection into a single new

feature.

Figure 4 CNN Architecture

The convolutional layer analyzes the weights scalar product position of each input volume to

calculate the yield of neurons associated with surrounding input regions. Convolutional

neural networks apply the activation from the previous layer to the adjusted straight unit

points in a manner similar to a sigmoid. Convolution is a particular type of simple operation

used all through the extraction procedure. The input is 10 tensors, which are collections of
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numbers. A chunk is a compact collection of related, low-dimensional, small-sized numbers.

As a result, the kernels were dispersed equally throughout the input density. Every channel in

a convolutional layer is convolved over the input’s spatial dimensions as the data enters it.

Kernel convolution is currently used in many other computer vision algorithms, not simply

CNN. By using this method, we can project a small network of numbers onto our image and

change it according to its values. The elements of the pattern are found using the following

equation, where f is the input image and h is our bit. The line and column lists of the

consequence network are validated using m and n, respectively. This is illustrated by the

formula that follows: G[m, n] = (f h)[m, n] = h[j, k]f [m j, n – k] After positioning our

network over a specific pixel, we use bit pairs of values extracted from the images to repeat

each evaluation. We finally added everything up and inserted the result, with the total, in the

proper spot within the result.

3.3.2 Pooling Layer

Down-sampling is the best way to characterize pooling, which facilitates layer promotion. In

the field of image processing, it’s comparable to reducing the determination. Combining the

intermediate progressive Conv layers with a Pooling layer in a ConvNet design is not very

common. It should be possible to control over-fitting by reducing the entity’s borders and

computations. The Pooling Layer acts independently on each profundity cut, resizing each

spatially sliced depth cut of the data using the maximum operation. The feature map is used

in the majority of Max Pooling calculations. The components in a predefined-size portion of

a picture are averaged using average pooling. Sum pooling is used to get the total sum of all

the items in a particular segment. The Pooling Layer is often used to link the Convolutional

and Fully Connected layers.
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3.3.3 Dropout

Dropout Typically, when every feature in the training dataset is linked to the FC layer,

overfitting may occur. Overfitting is the term used to describe a situation in which a model

performs so well on training data that it negatively impacts the model’s performance on new

data. A dropout layer, which reduces the size of the model by removing a small number of

neurons from the neural network during training, is used to address this problem. Dropout

improves the performance of a machine learning model by reducing overfitting by making

the network simpler. Neurons are eliminated from neural networks during training.

3.3.4 Activation Function

One of the most important components of the CNN model is the activation function. They are

employed in the identification and approximation of complicated and continuous links

between network variables. Put simply, at the network’s end, it decides which model

information should advance and which should not. This gives rise to nonlinearity in the

network. Activation functions that are often utilized include the Sigmoid, tanH, ReLU, and

Softmax functions.

The ReLU, or Rectified Linear Unit: ReLUs are piecewise linear functions that take an input

sequence and provide a straight output. There are multiple sizes available (0, 0). In the era of

deep learning, the most widely used ReLU is an activation function, which is briefly

summarized in the formula below: y = max (0, x) (2.4) ReLU’s primary benefit is that it

addresses the problem of fading gradients; TanH, on the other hand, has propagation error of

0% and one-sided activation (50%) but sparse activation. The derivatives of this function are

also monotonic. One disadvantage is that this function is not zero-centered and cannot be
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zerodifferentiable. Another downside is the dying ReLU problem (returned as 0), which

arises when half of the results for non-zero-cantered action are idle.

Softmax: A vector of K real values can be converted into a vector of 1 by using the Softmax

function. The input data is converted by the Softmax into probabilisticsounding numbers

between 0 and 1. Regardless of how little, negative, or large one of the inputs is, it will

always fall between 0 and 1, big or positive inputs are translated into big probability by the

Softmax, while tiny or negative inputs are translated into small probabilities. Other names for

the Softmax function are Softmax and multi-class logistic regression. This is because there is

a striking similarity between the equations of the Softmax, a logistic regression extension for

multi-class classification, and the sigmoid employed in logistic regression. Only in classifiers

where the classes are mutually exclusive can the Softmax function be applied.

3.3.5 Final Sequential Model

Finally, our model satisfies all of the conditions of the CNN (Convolutional Neural Network).

As can be seen below from Figure 5:

Figure 5 Sequential Mode
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3.4 Python Graphical User Interface

The GUI for this system was made using PyQt4, a complete set of Python bindings for

Digia's Qt cross-platform GUI toolkit. The GUI contains a predict button and shows the

speaker’s name if the system successfully predicts the name. The GUI contains a predict

button and if the system successfully predicts the speaker, the speaker's name will display on

the screen along with the message "accept granted." otherwise, it will display "accept

denied."

Figure 6 Python Graphical User Interface
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Chapter V: Result and Discussion
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Three factors must be taken into account while assessing a novel’s performance: test,

accuracy and loss function, and period. When evaluating accuracy per epoch, it displays the

accuracy rate of the specified model; when determining the test loss, it displays the

discrepancy between our created and accuracy findings. In order to guarantee that the model

was appropriately trained on the provided data to produce the lowest feasible loss function in

our experiment, we selected the maximum epoch while utilizing a sufficiently large dataset.

We developed a model that has the maximum accuracy possible. Epochs and precision

displayed below in Figure 8. Therefore, our accuracy rate of over 98% is far higher than that

of other recent studies on this subject. Regarding the detection outcome, our model was able

to identify the voice that the machine was testing. Since the text independent speech

recognition system that underpins our study topic allows users to talk anything they choose,

they are not limited to speaking a certain phrase when they speak. Since we’ve used a large

dataset with about 700 audio clips. There is separate audio content in the audio snippets. In

this case, the audio sample is primarily in English, and the dataset includes

Figure 7 Test Accuracy
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both male and female voices to help the model learn to anticipate. Additionally, our

model was able to identify the speakers’ voices from the audio recordings and sent a

confirmation message indicating that the voice recognition was successful. Along with

that, it displays the user’s authorization to access the door. If the machine recognizes

the user’s voice, it indicates that access has been allowed; otherwise, it denies entry

to the user. Here, we use a bar diagram to demonstrate the accuracy of our model in

Figure 7.

Figure 8 Accuracy in Bar Diagram

Here from the bar diagram, we can clearly see our accuracy. From the dataset it

correctly (True) predicts the voice up to 416 records and mispredict (False) only 7 records.
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Figure 9 Prediction Count
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Chapter VI: Conclusion
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A thorough analysis of a text-independent voice recognition system for voice-activated door

opening is provided by the suggested technique. Our system has the ability to identify user

voices. A dataset of over 700 audio clips from four courses has been generated by us. When a

user wishes to utilize the door, they submit their request into the local computer through the

CNN architecture as soon as the computer recognizes their voice. SoftMax will provide a

four-class probability. The architecture assigns the

Table 1: Accuracy Comparison of different studies

Reference Research Name Accuracy

[4] Feature Fusion and Deep Neural Network 83.5%–93%

[15] Hybrid features from a deep belief network 92%

[16] Hybrid SFX time-series preprocessing and ensemble feature

selection

94%

[18] RASTA–MFCC feature with quadrilateral filter bank

structure

97%

[19] Fast binary features in embedded systems 86%

[23] MFCC 94%

class with the highest probability among the four classes as the output, or predicts that the

voice in question belongs to that class. The experimental findings demonstrated that the

suggested MFCC functions performed with an overall accuracy of roughly 97%–98%.

Additionally, it was discovered that DNN could effectively detect speakers using the
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suggested MFCC functions. In comparison to the other identification model, experimental

results show that the suggested speech recognition system is reliable, accurate, and efficient.

Positive outcomes demonstrate that a variety of application domains, such as security and

access management, can leverage the suggested speech recognition system. Our challenge is

figuring out how to add the unknown audio snippets to the algorithm so that the outcome can

be improved. In order to enable the model to recognize user-independent voice audio clips

and provide accurate predictions, we attempted to build a model based on independent voice

input. The model was successful in doing so. Despite our best efforts, we were unable to

achieve a 99%–100% accuracy rate with the suggested solution due to time constraints and

data limitations, which prevented our model from accurately predicting the known voice in

real time. Our goal is to use deep learning with deeper architectures in the future to reduce

categorical errors/loss and enhance categorical accuracy. With a larger dataset, we think we

can achieve real-time speech recognition with significantly higher accuracy and a better user

interface than we now have.
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